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In Brief
I am an engineer and researcher specializing in signal processing and artificial intelligence, as well as
a Python developer. In academia, my focus has been on deep learning, learning theory, image and
video compression, and inverse problems. Additionally, I am Co-Founder of Radiobooks, a startup
thatassists independentauthorsandself-learners inautomatically converting their books intoaudio-
books using AI. Through this venture, I have gained knowledge in product development and Python
DevOps.

Outside the scope of my scientific expertise, I dedicatemy time to exploring philosophy, psychology,
meditation, ethics, and social systems. I find joy in tackling problems holistically, drawing inspira-
tion from both ancient and modern wisdom, and considering the entire pipeline from philosophical
and scientific inquiry to practical application. I appreciate engaging in thoughtful discussions, being
exposed to different points of view, and—when suitable—sharing the little I knowwith others.

Having started traveling at a young age, I’ve been fortunate to have exploredmore than 30 countries.
I speak Portuguese and English fluently, have a conversational level of Spanish, and I can get by in
French.

Pleasenote that Iwill beattendingacourse inphilosophyandmeditationat theTergar Institute inNepal
betweenmid-September andmid-December in both 2024 and 2025.

Education
Present Course in Philosophy and Meditation

Sep 2023 Tergar Institute, Kathmandu, Nepal

Head Teacher: Mingyur Rinpoche.
Project: Communicating Emptiness.
The course will continue on-site betweenmid-September andmid-December 2024.

Feb 2020 MSc in Communication Systems
Sep 2016 EPFL (École Polytechnique Fédérale de Lausanne), Lausanne, Switzerland

School: School of Computer and Communication Sciences.
Specialization: signal processing and artificial intelligence.
Master’s thesis: Higher-Order Regularization Methods for Supervised Learning.
Grade: 5.67/6.00 — Ranking: 2nd/31.

Jul 2016 BSc in Electrical and Computer Engineering
Sep 2013 Universidade de Lisboa, Lisbon, Portugal

School: Instituto Superior Técnico.
Grade: 16.4/20.00.

https://joaquimcampos.com
mailto:joaquimcampos@duck.com
https://scholar.google.com/citations?user=GT-VCroAAAAJ
https://www.linkedin.com/in/joaquim-campos
https://github.com/joaquimcampos/
https://tergarinstitute.org/
https://joaquimcampos.com/madhyamaka
https://www.epfl.ch/en/
https://www.epfl.ch/schools/ic/
https://www.joaquimcampos.com/assets/pubs/MSc_thesis.pdf
https://www.ulisboa.pt/en
https://tecnico.ulisboa.pt/en/


Work experience
Aug 2022 Co-Founder and CTO
Jan 2024 Radiobooks, Lisbon, Portugal

Subject: Converting books into audiobooks automatically using Artificial Intelligence.
• Designed and built an app for revising AI-generated audio.
• Tech stack: Python, FastAPI, MongoDB, Pytest, Docker, GitHub Actions, Codecov, Fly.io, AWS S3,
and Better Stack.

Sep 2021 Research and Teaching Assistant
Apr 2020 Biomedical Imaging Group, EPFL, Lausanne, Switzerland

Subject: Supervised Learning with Sparsity-Promoting Regularization.
• Developed a novel framework to learn the activation functions of a neural network;
• Designed a spline-based supervised learning method which constructs piecewise-linear models
with few regions (sparse).

Aug 2018 Research Intern
Mar 2019 Disney Research Studios, Zurich, Switzerland

Subject: Image and Video Compression using Deep Learning.
• Developed the first content-adaptive neural image compression scheme;
• Aided in the construction of a state-of-the-art neural video compression framework.

Teaching experience
Sep 2021 Teaching Assistant in the Courses Signals and Systems I & II
Apr 2020 EPFL (École Polytechnique Fédérale de Lausanne), Lausanne, Switzerland

Taught by Prof. Michael Unser to the Life Sciences and Microenginneering sections.

Sep 2021 Supervision of Master Semester Projects
Apr 2020 EPFL (École Polytechnique Fédérale de Lausanne), Lausanne, Switzerland

Co-supervisor of two Master semester projects on lipschitz-constrained GANs.

Skills
Expertise: Theoretical and practical aspects of machine learning, deep learning, and signal

processing; Python development.

DevOps: Python, C, FastAPI, Pytest, PyTorch, CI/CD, Bash, Linux, MongoDB, Docker, Github
Actions, Codecov, AWS, Fly.io, Better Stack

Languages: Portuguese, English (professional), Spanish (advanced), French (conversational).

Volunteering
• In 2022, I spent one month teaching at Sammena school in Arusha, Tanzania, to spend one
month teaching at a local school. During my time there, I taught science, English, and mathe-
matics to elementary andmiddle school students.

• Since 2021, I have been volunteering with CASAwhenever I am in Lisbon. The goal of this orga-
nization is to help alleviate the suffering of people experiencing homelessness.

https://radiobooks.webflow.io/
https://bigwww.epfl.ch/
https://studios.disneyresearch.com/
https://www.epfl.ch/en/
https://www.epfl.ch/en/
https://bigwww.epfl.ch/teaching/projects/abstract.html?f=00388
https://www.facebook.com/people/Charity-sammena-school-and-orphanage/100068066163936/
https://www.casa-apoioaosemabrigo.org/casa-a-associacao/
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